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ABSTRACT

This report describes work performed on the Wideband Integrated
Voice/Data Technology program sponsored by the Information Process-
ing Techniques Office of the Defense Advanced Research Projects
Agency during the period 1 October 1977 through 31 March 1978.
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INTRODUCTION AND SUMMARY

This report is the first Semiannual Tecknical Summary for the DARPA-sponsored Wideband
Integrated Voice/Data Technology Program.™ The goal of this program is the investigation and
development of techniques for integrated voice and data communication in packetized networks
which include wideband common-user satellite links. Specific areas of concern are the concen-
tration of statistically fluctuating volumes of voice traffic; the adaptation of communication
strategies to conditions of jamming, fading, and traffic volume; and the eventual interconnecting
of wideband satellite networks to terrestrial systems. )

The technology background for this program is provided by past developments in the DARPA-
sponsored Packet Speech Program and Communications Adaptive Internetting Program. The
Packet Speech program will continue to develop basic supporting technology in the area of digi-
tized voice communications.

Plans call for the establishment of an experimental wideband satellite network to serve as
a unique facility for the realistic investigation of voice/data networking strategies. This facility
will be jointly sponsored by DARPA and DCA and will include four ground stations sharing a
leased domestic wideband satellite transponder.

> The current report covers work in two areas: a study of speech concentration requirements
and a simulation of a technique for adaptive variable-rate packet speech networking. The speech
concentration requirements study begins with an identification of the basic elements of a speech
concentration facility and an outline of design objectives relating to the separation of functions
among these elements. Access area options, voice terminal design issues, and concentrator
requirements are then each discussed in more detail. The adaptive-networking efforts are
based on an embedded speech coding technique coupled with priority-oriented packet handling
and end-to-end flow control. The effects of these strategies are being studied in the context of
a simple network topology consisting of a central node through which pass 16 paths connecting
4 nodes on either side.
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INFORMATION PROCESSING TECHNIQUES PROGRAM

WIDEBAND INTEGRATED VOICE/DATA TECHNOLOGY

I. SPEECH CONCENTRATION REQUIREMENTS STUDY
A. Introduction

The experimental wideband network represents the first opportunity for packet speech
experiments in which a large number of simultaneously active voice users can be accommodated
in an integrated voice/data network environment. In contrast to the ARPANET and Atlantic
Packet Satellite Network environments, where the functions required for interfacing a few speech
processors to the network could be accomplished in standard host minicomputers, voice experi-
ments on the wideband net will require speech concentration facilities capable of providing access
for numbers of voice terminals to individual network nodes. These concentrators will initially
be connected to high-capacity SIMPs (Satellite Interface Message Processors) to support a vari-
ety of important speech communication experiments on the satellite channel. In the longer term,
it is anticipated that similar concentration facilities will supply the voice terminal access and
voice traffic regulation functions in a combined terrestrial/satellite wideband system.

Lincoln has initiated a study aimed at defining speech concentration requirements and making
recommendations regarding the functional capabilities and architectural design of speech concen-
tration systems. Issues to be addressed include: the separation of functions between speech
terminals and concentrators, the structure of the access area, the role of traffic emulation
modules in early experiments, speech traffic flow control mechanisms, and compatibility with
the variety of network switch types which might. be included in the terrestrial/satellite network.

This first report on the study begins with an identification of the basic elements of a speech
concentration facility. Broad design objectives relating to the separation of functions among
these elements are outlined. Access-area options, voice-terminal design issues, and concen-

trator requirements are then each discussed in more detail.

B. Elements of Speech Concentration Facility

A general structure for a speech concentration facility is shown in Fig. 1. Three essential
components are needed: (1) the individual voice terminals at user locations, (2) an access area
which provides communication between the terminals and a central facility, and (3) a concentrator
which provides multiplexing /demultiplexing and other necessary functions to interface the local
voice terminal community to the wideband network. In the experimental program, a traffic emu-
lation module will also be required so that the network can be tested with substantial voice traffic
loads without the need for initially activating a large community of voice users.

The purpose of this study is to set forth and compare alternatives for access-area designs,
voice-terminal configurations, and concentrator characteristics, and to specify partitioning
options among the functions of the three main system elements. These partitioning options are
bounded at one extreme by incorporating all the speech and networking functions in a very flexible
and perhaps remotely programmable terminal that essentially acts as a combination voice pro-
cessor and network host. At the other extreme, a majority of the networking tasks such as
packetization, dial-up and conferencing protocols, packet reconstitution algorithms, etc., are
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effected in the concentrator, with the terminals supporting only those speech-related functions
that absolutely have to be performed at the user site. Although we anticipate that continued
progress in digital large scale integration will eventually turn the combined voice-processor/
network-host terminal into an economically viable option, we do not feel that it represents a
reasonable choice for the large number of terminals that will be needed for relatively-near-
term experiments in the wideband testbed system. We have therefore focused our initial efforts
on functional partitionings that offer extreme simplicity of voice-terminal design while preserv-
ing the system flexibility that is critical to the experimental environment. Our selection of
system options has been guided by some general design objectives for multi-user packet speech,
which will be outlined in the next section. Within the guidelines of these design objectives, cost-
effectiveness and flexibility are the key criteria for distinguishing among alternatives.

C. Design Objectives

General considerations regarding the requirements for multi-user packet speech have led
to a set of design objectives for speech terminals and concentration systems for use in the wide-
band experimental network. The objective is the desire for a separation of functions between
system elements which will allow maximum flexibility and growth potential. The desire is to
provide a framework within which a variety of speech terminal types can gain access to the net-
work facility. :



Design objectives which have been identified based on broad systems issues are listed below.
Additional considerations will evolve as we investigate hardware implications and protocol re-

quirements in greater detail.

(1) Speech terminals should be independent of network characteristics or

protocols.

(2) Network switches should not be required to have knowledge of speech

algorithms or data formats.

(3) Concentrators should not be required to perform speech-algorithm-
related functions, so that (software or hardware) changes in the con-
centrator will not be necessary each time a new speech algorithm is
introduced. For example, silence detection and the reconstruction of
silence intervals of proper duration are speech terminal issues and
should ideally be performed in the terminals.

(4) Dial~up and conferencing protocols are networking issues and should be
dealt with in concentrators. The associated control communication
between terminals and concentrators should be carried out via simple
local protocols involving touch-tone-like user interface devices at the

terminals.

(5) Transformations of the data for privacy purposes should be possible at
the individual voice terminal level, independent of wideband bulk encryp-
tion which may be carried out at the concentrator/network interface.
This reinforces objective (3) above, since the provision of speech-
algorithm-related functions in the concentrator becomes infeasible when
the concentrator has access to the voice stream only in scrambled form.

(6) Network-specific packetization and transmission functions should reside
in the concentrators in the form of gateway-like software (see Fig. 1)
which can be adapted to a variety of networks.

(7) The specific details of the voice access area design should not be re-
flected in or influenced by network protocol requirements. Such details
should be a private issue between a concentrator and its local voice ter-
minal community. The major function of the access-area design is to
efficiently and economically provide voice-terminal connectivity to and
from the concentrator, and to support the concentrator's packetization/
depacketization and multiplexing /demultiplexing roles. Both the termi-
nals and the concentrator should have simple and separable modules for
access-area interfacing, as indicated in Fig. 1.

(8) The introduction of new terminals or the relocation of previously con-
nected terminals should be as simple and convenient as possible.

(9) A traffic emulation module for experimental use should fit gracefully
into the access area/concentrator system structure without unduly per- [

turbing the design of that structure.




In the process of attempting to define the above objectives, discussions were carried out
with other participants in the ARPA packet speech community. In particular, it was found that
independent work at Information Sciences Institute on the issues of interfacing voice terminals
to packet networks® has resulted in a similar and generally compatible get of design objectives.
The work at ISI has been concerned primarily with concentrator-to-concentrator protocol degign
issues, whereas Lincoln's emphasis is in the design of access-area techniques and terminal/
concentrator interfacing. In addition, discussions with Bolt, Beranek and Newman (BEN) re-
garding ongoing work on block-oriented privacy techniques? for packetized systems via a BCR
(Black-Crypto-Red) approach have provided valuable inputs regarding the privacy igsue for
packetized voice.

The following sections describe access~area designs, voice-terminal configurations, and
concentrator characteristics that have been considered bused on the design objectives outlined
above. A driving motivation in the choice of a joint terminal/access area/concentrator design
is that of overall system economy. The partitioning of system functions between many small
voice terminals and a single large concentrator is critical in view of the fact that large numbers
of voice terminals will eventually be deployed. The topology of the access area will influence
the choice of that functional partition, and also has major implications with respect to system
flexibility and hardware complexity.

D. Access Area Structures

Two generic topologies have been considered for possible access-area use; namely, cen~
tralized and distributed. Although radio connectivity within an access area might be appropriate
in some special applications, the requirements of the ARPA/DCA wideband integrated network
tested are probably best met via the use of direct ohmic connections between the central concen-
trators and their local communities of voice terminals. Our model has been that of a single
concentrator located at a facility such as Lincoln Laboratory, Defense Communications Engi-
neering Center, or ISI, serving a relatively large number of digital voice terminals dispersed
throughout an area local to that facility. In addition, a traffic emulation module, capable of
producing digital data that simulates the presence of many voice terminals, and requiring a
wideband connection to the concentrator, is assumed to exist at each facility.

In the centralized access area configuration, the speech concentrator is independently con-
nected to each voice terminal via separate cables. Distributed geometries include serial (ring-
like) arrangements and parallel (ETHERNET-like) organizations of terminals within an access
area. These schemes are described in detail below, and they are reviewed in the context of the
requirements of the wideband experimental network. The star geometry is rejected for this
application on the basis of flexibility iimitations and hardware considerations. Ring structures
could present reliability problems, but these can probably be overcome. The ETHERNET
architecture has attractive features, but it is probably better suited for interactive data traffic
than for the steadier traffic flows characteristic of voice. A modified cable network, similar
to ETHERNET in geometry, but better matched to the voice terminal/speech concentrator com-
munications environment, is proposed and described in detail.

*R. Cole and D, Cohen, "Issues in Packet Vbice Interfacing Network Speech Compression (NSC)
Note No. 123 (February 1978).

tS.T. Walker, "ARPA Network Security Project," EASCON '77, p. 14-5A.
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1. Centralized (Star) Geometry

The geometry shown in Fig. 2 is perhaps the simplest from a structural point of view. Each

voice terminal is independently connected to the central concentrator via a dedicated cable. The
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Fig.2. "Star" (centralized) access-area geometry.

concentrator functions as a multiple I/O controller, dealing with each voice terminal in accord-
ance with conventional priority-based/interrupt-driven I/O handling methode. Data transfers
between concentrators and terminals include voice parcels destined for or coming from remote
concentrators in the network, voice parcels directed to or coming from other terminals in the
same local access area, and private control transactions between terminals and their own con-
centrators. The latter include dialing information and call status (ringing, busy, etc.) signals
that are used during the establishment of a connection, as well as control messages that are
required during an ongoing call. Examples include conference control signaling (vote-~taking,
queue-to-talk, etc.) or vocoder rate-change messages (in adaptive variable rate experiments).
The following observations can be made with regard to this access-area configuration:

(a) A separate 1/O port is required at the concentrator for each voice ter-~
minal. This presents a practical limit on the total number of terminals
that might be deployed, even if only a few of them are assumed to be
active (off-hook) at a given time.

(b) A wideband port, probably of different design than those used for the
individual terminals, will be needed for a traffic emulation module.
Thus, although the emulation requirement is a temporary one, it influ-
ences the basic design of the concentrator subsystem.




(¢) Data transfers between a terminal and its concentrator will require a
formatting protocol that allows for control communications as well as
for voice data flow. Thus, although a separate wire path exists between
each terminal and the concentrator, both devices will have to identify
frame or packet boundaries and decode selected portions of the data
stream. It is not clear that the resultant logical complexity would be
substantially different from that needed in distributed-geometry access

areas.

(d) The required bit rate for each terminal-to-concentrator connection link
should be determined by the maximum anticipated voice communications
bit rate. This then allows for variable as well as fixed-rate protocols
in future experiments. Since a geparate link is needed for each terminal
regardless of whether or not it is off-hook, significant wiring costs are
anticipated.

2. Ring Geometry

The ring structure (Fig. 3) uses point-to-point trangmission between adjacent terminals
conceptually arranged in a ring. The geometry is a distributed one, and succeeds in avoiding
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some of the difficulties of the above-described centralized architecture. For example, the con-
centrator requires only a single ring interface, regardless of the number of voice terminals in
the system.

An interface at each terminal regenerates its received messages and passes them on to the
next terminal in the ring. To transmit, a terminal awaits the receipt of a "control token” bit
pattern and then breaks the repeater connection across the interface, gating its message, bit
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gerially onto the ring. The concentrator then copies the message ag it passes through its
own ring interface. The same process is used for communicating from the concentrator to the
terminals.

With the exception of the unidirectional transmission characteristiceand its data-regenerating
interfaces, the ring structure can be viewed as a shared broadcast medium with a slotted burst
time-divigion transmission protocol. As such, it can be controlled via any of several approp.i-
ately selected strategies. Ior example, the allocation of trangsmission time slots might be
placed under the control of the concentrator. The latter would respond to "off-hook" indications
from terminals desiring access to the system, and distribute transmission slots, rate alloca-
tions, etc., accordingly.

Although the ring architecture offers some advantages compared to the star topology, the
basic concept appears to be weak in the context of overall system reliability. For instance,
only a small fraction of telephones in a given population can be expected to be "off-hook" simul-
taneously. ‘The ring requires that all terminals, both active and inactive, participate in the data
regeneration and retransmission process. This raises a serious reliability isgue, since the ring
interfaces of all terminals are in series. Even if inactive terminals were to be electrically re-
moved from the ring, the failure of a single active terminal could result in an overall system
crash. An additional problem in this system is that of introducing new terminals. One basically
has to break the ring in order to add a terminal, and this could result in the occasional suspen-
gion of system operation. While this might be tolerable in an experimental test bed, it could
preclude consideration of the ring as a model for future operational access area designs. We
note that other distributed access area configurations might in fact be subject to similar
difficulties.

3. ETHERNET

The ETHERNET is a distributed data communications concept developed by Metcalf and
Hoggs" of the Xerox Palo Alto Research Center (PARC). Closely related variations of the basic
notion include the CHAOSNET at M.1.I'., and the FARBERNET at the University of California at
Irvine. In contrast to the serial ring architecture, the ETHERNET provides a parallel form of
connectivity between a community of terminals. The structure, shown in the context of a voice
access area in Fig.4, uses a single coaxial cable as a trangmission/reception medium. The
concentrator and the voice terminais constantly monitor all the messages which are broadcast
over the cable, and each device extracts only those messages that are addressed to it.

The connection of a device to the cable is a passive one, and during their silent periods
individual terminals present little or no load to the cable. The presence of a terminal is thus
invisible to the system unless it transmits. An ALLOHA-like transmission protocol is used in
conjunction with collision-sensing hardware in the terminals. In brief, a terminal can "send"
when it perceives the cable to be "quiet." If more than one terminal decides to transmit simul-
taneously, each will sense the presence of the other; both will try again after random waiting
periods. The system has the potential for high efficiency since collisionsa are sensed and ter-
minated before significant amounts of data have been transmitted.

*R. M. Metcalfe and D. R. Boggs, "ETHERNET: Distributed Packet Switching for Local Com-
puter Networks, Commun. ACM 19, 395 (1976).
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A major source of concern in an ETHERNET-like voice access area is the possible mis-

match between a random contention-based transmission protocol and the inherently periodic

nature of speech traffic. A reasonable model fo

r the output of a voice terminal is that of a

periodic sequence of burst transmissions, at least during non-silent intervals. Although burst

repetition sizes and rates may vary between the
expects a greater degree of correlation between
system that handles purely random Poisson-~dist

terminals in a given accese area, one still
packet collisions in this situation than in a
ributed data traffic. A possible manifestation

of this effect could be that a terminal that encounters collision problems in sending one burst,

might be likely to experience the same difficulty

in transmitting its next burst.

A second problem area relates to the fact that one device, the concentrator, consumes

fully 50 percent of the total system bandwidth utilization any time. This follows from the fact

that voice conversations are two way, so that on the average every voice terminal sends and

receives (to and from the concentrator) the same amount of traffic. Despite the rapid collision
recovery feature of the ETHERNET, one imagines that lockups or other difficulties might arise
if many separate terminals attempt to transmit simultaneously. This can happen when the con-
centrator releases the channel after having captured it for a long uninterrupted period.
Although the above-described problem areas can probably be dealt with via appropriate

protocol designs, one suspects that smaller and

less expensive terminal configurations will

result from a system design that avoids complicated collision-recovery logic and carrier

senging and collision detection hardware. The Local Voice Network described in the next sec-

tion evolved from consideration of these issues.

Its topology is basically that of a medified

ETHERNET in which the concentrator is provided with its own private transmission channel.

4, local Voice Network

a. General Description

The l.ocal Voice Network, Fig.5, uses separate channels for terminal-to-concentrator and
concentrator-to-terminal communications. The two links may be implemented as separate

e —— I S
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coaxial lines or as two distinct frequency bands or time slots sharing the same cable. The main
feature of the separation is that the concentrator can send messages to individual voice terminals
without the danger of possible collisions due to contention. Terminals are connected to the sys-

tem such that the presence of a terminal is "invisible" except when it is transmitting. Terminal
functions include speech activity detection and silence reconstruction.

Data flow from the concentrator to the terminals is via a packet broadcast transmission
protocol that includes a synchronization header, a terminal address, call status information,
etc. No restrictions are placed on the contents of the data portions of the packets or bursts
other than those imposed by the speech terminals themselves. Thus, if a given terminal re-
quires that each of its received packets contain an integer number of vocoder parcels, the con-
centrator will compose the packets accordingly. If a terminal merely expects a serial bit
stream, either with or without encrypted portions, the concentrator may simply accumulate
arbitrarily long segments of data for that terminal, and transmit them as necessary, without
regard to parcel boundaries or other data details.

A somewhat more complex protocol is required for communication in the terminal-to-
concentrator direction due to the shared nature of the channel. Two possibilities for this pro-
tocol have been considered; namely, an ALOHA/ETHERNET-type of contention mechanism and
a slotted TDMA system under the direct control of the concentrator. Although a clear choice
between these systems has not yet (and may never) emerge, several issues and potential trade-
offs have been identified:




(1) An ALOHA-type scheme allows the terminals to transmit without
regard to system time frame constraints. This permits each ter-

minal to accumulate a parcel or a series of parcels that can then

be forwarded as a single packet. Although this can usually be ac-
complished in TDMA schemes as well, timing requirements might
result in more cumbersome protocols or in lowered transmission
efficiencies. Although a Local Voice Network packet that contains
an integer number of parcels might be retransmitted intact by the
concentrator, it is not clear that this represents the only efficient
way of handling parcel-oriented speech data. Another option might
allow for arbitrary packetization of the data by the voice terminal,
provided an easily identifiable pattern was included at the parcel
boundaries. The concentrator could accumulate data from each ter-
minal in a FIFO buffer and then determine the parcel boundaries by
detecting that pattern. The latter need only be done for initial acqui-
sition since presumably the concentrator will know parcel sizes for
all the active voice terminals. Both the ALLOHA and TDMA channel-
sharing protocols appear to be equally attractive given this type of
parcel identification scheme; however, the widespread use of vari-
able parcel size algorithms might tend to favor the ALLOHA method.

(2) The use of carrier sensing and collision detection is critical in the
ALOHA/ETHERNET method. If separate cables are used for the two
Local Voice Network channels, then the normal receiving hardware
will be unavailable for these functions, and a separate hardware sub-
system will be required for the carrier sensing and collision-detection
operations. The same argument applies if two frequency bands are
used on the same cable. The use of a time-shared strategy in which
the cable is devoted to the concentrator-to-terminal broadcast function
during one epoch, and used as an ALOHA channel for terminal-to~
concentrator connectivity during the next, might allow for more effici~
ent utilization of receiver equipment. '

(3) A major advantage of a TDMA-based channel-sharing strategy is that

one can avoid the possibility of collision completely. In this approach,
the concentrator schedules the transmissions of the various terminals
and communicates the required control information to the terminals via
the broadcast channel. Burst transmission assignments can either be
sent as separate broadcast messages or included as additional overhead
in the normal concentrator-to-terminal data transmissions. A detailed
example of a system design along these lines is presented in Sec. I-D-4-b.

(4) A major unknown for the ALOHA/ETHERNET solution is the statistical
behavior of the system in a speech environment. In particular, the peri-
odic nature of the voice sources might create collision or lockup difficul-
ties that have not been experienced with Poisgon-distributed data sources
in existing ETHERNET systems.
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b. Design Example

This section describes a l.ocal Voice Network design based on the THDMA channel-gharing
strategy. The design is offered primarily as a vehicle for identifying several important func~
tions that have to be accommodated by the concentrator/access area/voice terminal system, as
well as some hardware and software issues relating to voice terminals and speech concentrators

in general.

(1) Transmissgsion Medium

The major technical considerations in the design of a cable transmission system for the
Local Voice Network relate to the cables used and the limitations imposed by modem designs
and configurations. In the casc of the ETHERNET, the medium used by both I'arber at the
University of California and Greenblatt at the M.L.T. Artificial Intelligence (Al) Laboratory was
a standard low-loss 75-ohm coaxial cable available from the CATV community. One feature of
this cable is the availability of cable taps known as Jerrold Taps for tapping into the cable at
any point and introducing a transceiver at the interface to a terminal. This feature is especially
attractive in that it facilitates complete terminal mobility such that terminals can be connected
to, or removed from, the Local Voice Net with impunity. Although the concept sounds ideal,
conversations with Metcalfe at PARC and Tom Knight at the M.I.T. Al Laboratory indicate that
limitations are imposed by the non-ideal nature of the match between the cable and the trans-
ceiver. Thig results in a bound on the number of taps that can actually be supported by the sys-
tem. While Metcalfe employed the Jerrold Taps, Knight resorted to separating the cable and
affixing connectors to the ends in order to accommodate a transceiver. This was done as a re-
sult of some concern by the CATV community about the reliability of the taps. It is not clear
whether the use of Knight's method would seriously compromise terminal mobility within an
access area. Our current feeling is that the Jerrold Taps should probably be avoided.

System bandwidth is an important issue in the context of the number of voice conversations
that can be supported, and in its effect on Local Voice Net protocol design. If local bandwidth
were cheap and easily available, one might be able to exploit it in return for simpler voice ter-
minal modem hardware. CHAOSNET bandwidth is 8 Mbps, but this is in an experimental sys-
tem that presently links only three hosts over a maximum cable span of 1000 ft. ETHERNET
experience indicates that bandwidths on the order of 2 to 3 Mbps can be safely realized in a
system servicing virtually hundreds of voice terminals (not simultaneously off-hook). The
ETHERNET concept is based on carrier sensing and collision detection. In this example, we
are considering a TDMA alternative for the shared Local Voice Net channel, and can avoid po-
tential collisions through the use of a concentrator-based scheduling mechanism. This leads
to the possibility of dispensing with the carrier, given that there is no need for sensing it. The
use of direct digital video signaling should result in less complicated terminals since the car-
rier generation and detection functions are eliminated. A potential problem area however, is
that cable bandwidths may be less for video signaling than for carrier transmissions. The
choice of two physically separate cables rather than a time- or frequency-shared single line
should offer some relief in that regard.

(2) Communication Protocol

A slotted TDMA format is suggested for communication over both the terminal-to-

concentrator and concentrator-to-terminal channels (Figs. 6 and 7). Time is divided into a
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sequence of frames of equal duration on both links, Frame boundaries are defined by marker
patterns that are continually broadcast from the concentrator and recognized by all the speech
terminals. Between successive frame markers, the concentrator transmits a sequence of in-
dividual bursts or packets addressed to specific voice terminalg. Kach terminal is aware, via

a mechanism to be described below, of where in the frame its own data will be located. Although
this may not be an overly important feature, it reduces receiver false alarms by allowing them
to restrict the search for their data to a relatively small time window. The concentrator trans-
mits one burst to every active voice terminal in each frame.

A similar strategy is used for terminal-to-concentrator transactions, except that a portion
of the frame is reserved for contention signaling by terminals desiring to gain initial access to
the system. In this scheme, a terminal that has heretofore been inactive begins by listening to
concentrator broadcasts and locating the frame boundaries via the marker pattern. It then
transmits its own identification code in the contention portion of the terminal-to-concentrator
frame. Assuming that it was the only terminal to have done so in that frame, its code will be
recognized by the concentrator, which in turn will respond by addressing a message to that
terminal and sending it on the broadcast channel. This message will contain burst allocation
information for that terminal to use for both listening and transmitting. All future transactions
between that terminal and the concentrator will be conducted using those burst slots, thereby
freeing the contention channel for use by other newly awakened voice terminals. A reasonable
requirement might be that these "acquisition acknowledgment" messages (1'ig. 6) be transmitted
by the concentrator in a predetermined portion of the broadcast channel frame. This offers
false-alarm protection during the acquisition phase, and allows for the use of relatively short
synchronization headers. In the event that more than one terminal transmits in the contention
slot simultaneously, the concentrator will be unable to acknowledge any of them. Each terminal
might retransmit its ID after a random waiting time following a given time-out interval.

In general, the receiving and transmitting burst positions for a given terminal need not be
the same. In fact, under adaptive variable-rate voice strategies the transmitting and receiving
bandwidths (e.g., burst widths) of a terminal will often differ. In addition, as old conversations
are terminated and new ones are initiated, some relocation of the burst assignments might be
appropriate. The normal concentrator-to-terminal data protocol also includes burst allocation
information, thereby allowing the concentrator to dynamically modify burst positions in both
channels as a function of time. We note that the role of the terminal is to extract burst alloca-
tion information from its received data stream, and then to simply count time from each frame
boundary until its assigned receiving and tranamitting slots appear. The hardware required for
implementing these functions should result in fairly small and inexpensive terminal modem de-
signs. The more complicated scheduling functions have heen relegated to the concentrator,
where they need be implemented only once and shared among the many voice terminals.

The following comments and observations can be made with respect to the above-described
system:

(a) The use of a recurring frame structure guarantees a regular flow of data
to and from the speech terminals during periods of speech activity. This
reduces the amount of buffer memory that might be required at the ter~
minals in order to accumulate packets for transmission, or to store them
upon receipt.
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(b) The explicit inclusion of touch-tone codes in the terminal-to-concentrator
protocol permits the use of the keyboard for signaling during the course of
a conversation. This i8 an important requirement for structured voice

conferencing applications.

(¢) Dial-up and call-termination logic resides in the concentrator. The com~
munication protocols merely relay touch-tone keyboard inputs to the con-
centrator, and call status codes to the terminals. This minimizes ter-
minal complexity and avoids the unnecessary duplication of logically
complicated but infrequently used functions in the system.

(d) Bit counts are included in burst headers to account for possible variations
in the actual amount of data that is sent in successive bursts to or from
the same terminal. This condition can be expected when independent tim-
ing considerations coexist in the same system. In this case, the Local ’
Voice Net frame rate is independent of voice terminal bit rates or vocoder
parcel rates.

(e) Terminal IDs are included in the headers as an aid in recovering from
possible system problems. Their presence allows the concentrator to
verify that terminals are performing according to instructions, or to
identify those that are not.

(f) l.ocal Voice Net frame durations of between 20 to 50 msec seem
reasonable.

(g) Although propagation delay differences between various terminals and the
concentrator are expected to be small for the access areas in the wide-
band experiment, the efficient use of the shared TDMA channel might be
affected by this phenomenon in larger systems. We observe that close
"packing" of bursts from different terminals can be organized by the con-
centrator by making use of the system's dynamic allocation feature. For
example, if a burst from a given terminal is arriving too late or too early,
the concentrator can suitably modify the "start of burst" parameter in its
next transmission to that terminal.

(h) A logical equivalent of the Local Voice Net can be constructed by running
separate cables from each terminal to an ohmic junction point at the con-
centrator. This has the appearance of the star geometry, but it does not
require a separate 1/0 interface for every line. Although it might involve
higher wiring costs, this configuration affords the concentrator the oppor-
tunity to selectively disconnect a terminal that might be misbehaving due
to hardware failure.

E. Voice-Terminal Definition

In this section, we present a voice-terminal structure that satisfies the design criteria out-
lined in Sec. C. The structure is canonical in that it can represent a variety of terminals de-
signed for use with different access area/concentrator systems via the appropriate definition of
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frig. 8. Canonic voice terminal structure.

its functional blocks. Specific requirements are discussed in the context of the above-described
Local Voice Net design.

The block diagram of Iig. 8 contains four major elements. Although detailed design studies
have not yet been conducted for these various subsystems, we discuss below several considera-

tions that can potentially impact their overall gize, cost, and complexity.

1. Speech Processor

This is probably the single largest element of the voice terminal, at least in the case of
narrowband speech. It might account for 50 percent or more of the total terminal hardware.

We anticipate that the most convenient format for the digitized voice [/0O will be bit serial, with
separate physical ports for the input and output streams. Both streams are continually clocked
at a constant rate determined by an internal speech processor clock. The latter may be used
by other voice terminal subsystems (e.g., the privacy device) if necessary.

Two considerations point to the use of serial rather than parallel (word transfers) speech
processor 1/O. First, we expect that in the not too distant future, speech processors will re-
side on several custom-made LSI chips. A major limitation of L.SI systems is in the number
of leads that can be comfortably provided for external connection. Serial 1/0O reduces this re-
quirement to a manageable level. Second, variable parcel size systems and future variable
rate or embedded coding methods lack the uniformity of data structure that might benefit from
the use of fixed word length parallel 1/O.

Note that parcel boundary markers and silence indications are separately provided, elimi-
nating the need for bit-by-bit searching of the data by the protocol processor. This also permits
the serial data to be scrambled without denying the protocol processor the opportunity to perform
TASI-like functions or parcel-oriented data formatting on the scrambled information.
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In the receiving direction, the speech processor functions as a conventional vocoder syn-
thesizer, accepting a continuous serial input data stream. Provision is made, however, for
the possibility that the protocol processor may not have received any new data by the time they
are needed by the synthesizer. This could result because of TASI-like transmission activity
at the sending terminal, or because of delay effects or lost-packet problems in the external
wideband network. A reasonable strategy here would be for the protocol processor to forward
"junk" to the speech processor when it runs out of valid data, and to simultaneously indicate
"silence" via the separate control path., The "junk" will be unscrambled and turned into yet
another meaningless sequence, but the silence flag will cause the speech processor to ignore
the data and perform a speech interpolation operation. The identical interpolation procedure

will work equally well in dealing with lost data segments or with intentional silence intervals.

2. Privacy Module

A large share of the communication security requirements in a wideband network could be
provided by means of bulk encryption at the concentrator/network interface. This approach
offers a reduction in overall cost by centralizing the stringent security requirements and allow -
ing simpler terminals. However, it may also be desirable to provide a degree of privacy within
the local access area by means of privacy devices located at the voice terminals. More expen-
sive terminals for true end-to-end encryption could be provided to the few individuals or loca-
tions that actually need them.

Two important issues arise in considering the inclusion of privacy modules at the terminals:

key distribution and synchronization. The key-distribution problem relates to the fact that pri-
vate communications require that the conversing terminals have compatible keys. For commu-
nication between different access areas, the assignment and distribution of keys to the terminals
would have to be controlled by their respective concentrators. The transmission of the keys
from concentrators to terminals in a private manner implies special requirements on the pro-
tocol processors at each terminal.

If end~to-end privacy is to be maintained between voice terminals communicating over a
packet network (or any network), then provision must be made for acquisition and maintenance
of privacy-device synchronization between the two terminals, in addition to the usual parcel
synchronization required for speech communications. The most satisfactory arrangement
would be to handle these two types of synchronization in an integrated fashion, and in such a
way that synchronization is maintained despite packet losses in the network.

One approach to dealing with these issues is to utilize, more or less directly, the BCR
(black-crypto-red) technology currently under development by BBN and others. This technology
provides privacy (including the incorporation of key distribution and privacy device synchroniza-
tion) between host computers in a packet network in a manner which is transparent to the host
computers. Direct application of this approach to end-~to-end speech privacy requires that the
speech terminals perform all network host functions as well as the usual speech functions. For
example, conferencing and dial-up protocols would have to be accommodated in the speech ter-
minal. The concentrator would simply serve as a gateway, and forward terminal packets to the
wideband network. Referring to Fig. 8, the protocol processor would be carrying out the host
function and the privacy device would take the form of a BCR processor located to the right of
the protocol processor. This approach is at an extreme in terms of separation of functions
between terminal and concentrator, representing a maximum in cost and complexity of the
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terminal. It also leads to increased cost in the area of communications overhead, since a full
network or internet header would have to be included with every packet leaving the protocol
processor, and the data portion of the packet would have to include leader and padding bits to
provide for independent privacy device synchronization for each transmitted packet. However,
the approach does represent an existing solution to the privacy problem and a clean separation
of the speech and networking functions of the terminal from the privacy functions.

We have focused our attention in this report on functional partitionings that offer greater
simplicity in the voice terminals than appears to be possible using a BCR-based end-to-end
privacy strategy. In this regard, it is worthwhile to consider other approaches to end-to-end
privacy in which adherence to strict privacy requirements may be less stringent, but which offer
the potential of less complex, cheaper terminals. One such scheme would be to scramble the
voice bit stream with a bit-oriented privacy device placed between the speech processor and the
protocol processor (see Fig. 8). Information relevant to speech packetization such as parcel
boundaries and silence indications would not be scrambled, and could be passed on to the con-
centrator in the clear if necessary. In addition, touch-tone signaling information could pass to
the concentrator in the clear so the network dial-up and conferencing protocols could be imple-
mented in the concentrator. Of course, this information could undergo backbone encryption at
the network side of the concentrator. Synchronization of the privacy devices could be accom -
plished by having the protocol processor time stamp its transmitted parcels in guch a way that
a receiving processor could determine whether any speech parcels were lost in the network, and
advance its privacy device by enough steps to stay in synchronization. A detailed review of
some of the properties of encoded speech streams and several possibilities for achieving joint
vocoder and privacy synchronization are presented in the Appendix. An approach in which some
of the network host functions are physically separated from the voice terminal as described
above, must be coupled with a method for distributing keys to the terminals, via the concentra-
tor, in a private manner. The implications of this requirement on the terminals and concen-
trator remain a subject for further investigation.

3. Protocol Processor

The function of this subsystem is basically to control and format the flow of data into and
out of the terminal. Using the data formats of Figs. 6 and 7 as examples, the protocol processor
cornposes header information, appends it to appropriately chosen segments of the voice data
stream, and forwards the augmented information to the modem for transmission to the concen-
trator. In the receiving direction, the protocol processor separates voice data from header and
synchronization bits, and creates a continuous serial data stream for the speech processor.

In the event of migsing data due to TASI or lost segments, the protocol processor provides a
"gilence" indication to the vocoder synthesizer.

An additional function of the protocol processor is to control the timing and the operation
of the modem. In the above-described TDMA-based l.ocal Voice Net example, the protocol
processor would be responsible for converting burst allocation parameters received as part of
the concentrator-to-terminal protocol, into appropriate modem control signals.

A natural candidate for implementing the protocol processor is a microprocessor system
or a one- or two-chip microcomputer. However, these typically deal with parallel word opera-
tions, and might be poorly matched to the serial bit streams flowing to and from the speech pro-
cessing portions. An interesting possibility might be to architect a combined serial /parallel
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structure in which the through-flowing serial data remain in serial form, while the header and
protocol bits are formulated and manipulated in a conventional microprocessor. This would
relieve the microprocessor of handling the relatively high voice data throughput rate, and could
result in some hardware economy. A necessary ingredient in this design would be a structure
for inserting newly formed headers and synchronization patterns into a through-flowing bit
stream and vice versa.

A subject that requires additional study relates to the possibility of dealing with network
delay dispersion and/or packet order inversions in the terminal. This function can potentially
be accommodated in either the terminal or the concentrator, and the choice depends largely

upon igsues of system economy and flexibility. We note the following:

(a) This function is an ongoing one for all active voice connections. (Central-
ized implementation does not therefore offer the same economic advan-
tages as in the case of dial-up logic or conferencing protocols, which are
infrequently used by individual terminals. However, the delay compensa-
tion and packet reordering functions are needed only for those terminals
that are off-hook, and these will generally constitute a small fraction of
the total number that are deployed in a given access area. The economy
of centralized implementation might therefore still be significant.

(b) Packet order inversion and delay compensation algorithms depend upon
time stamps for their operation. If these functions are performed at the
terminal level, then a terminal-generated time stamp has to be included
in the terminal transmission format. This represents an additional ter-
minal function, but may not be unreasonable in that a natural tirne base

for the time stamps is the parcel unit, which is produced by the terminal.

(c) Although system economy and flexibility will ultimately determine where
given functions should be performed, we observe that delay dispersion and
packet order inversions are network-induced effects rather than specific
speech-related issues. Indeed, two speech terminals in the same access
area should be able to communicate with each other without the need for
packet reconstitution algorithms, even if their transmission formats are
packet oriented. This follows from the basic requirement that access areas
provide simple connectivity between terminals and concentrators, without
introducing deleterious side effects of their own.

4. Modem

The modem is responsible for converting the digital output of the protocol processor into a
form suitable for transmission to the concentrator, and for converting received concentrator
signals into digital form for the protocol processor. For our TDMA-based local Voice Net
example, the modem might be little more than a pair of serial shift registers that can be loaded
at one rate and unloaded at another, with timing controlled by the protocol processor. The re-
ceiving portion might contain a special-purpose synchronization-pattern recognition filter, in
order to gain rapid acquisition of an incoming burst. For ETHERNET -like access areas, the
modem will require carrier generation and detection hardware and colligsion-sensing and re-
covery capability in addition to the burst-forming circuitry.
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I'. Concentrator Functions

The role of the speech concentrator is to act as an interface between a local community of
voice terminals and a wideband digital integrated network. Since a number of speech concen-
trators will be connected to different nodes in the wideband network, it secems reasonable to
require that those portions of the concentrator designs that deal with network protocols be more-
or-less identical. On the other hand, access-area requirements might dictate different designs
for some installations than for others, and some concentrators might therefore be configured
quite differently from others.
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Fig. 9. Speech concentrator functions.

Referring to Fig.9, we have partitioned the concentrator into five major functional areas.
Two of these deal with hardware interfacing — to an access area on the one hand, and to a net-
work node on the other. Depending on the details of the access-area protocols, the hardware 1
interface between the access area and the concentrator might be designed to relieve some of the
computational burden that would otherwise fall on the concentrator. For example, in the case
of the lLocal Voice Net, the interface might include filters that are matched to synchronization
patterns, hard-wired registers for unpacking header data, etc. This approach assumes a
certain amount of stability in the access-area protocols, since modifications are less easily
accommodated than via software alone. However, the access area contains large numbers of
terminals in which the protocols also exist, and for which stability has to be assumed in order
to achieve low-cost designs with present-day device technology. There thus appears to be little
advantage in restricting the access-area functions of the concentrator to software implementa-
tion alone. Similar arguments could be made for including some special-purpose hardware in
the network interface hardware. In the case of the ARPA/DCA test-bed system however, this
might limit the flexibility of the system for networking experiments.
With regard to software design and functional partitioning, several suggestions and examples ‘
can be found in the previously referenced NSC Note No.123. The main point that we emphasize

here is that it should be possible to design software interfaces between the access-area-specific




protocols, the voice protocols, and the network-specific protocols such that, given those inter-
faces, the various protocols can be written independently of each other. This would allow for
similar network protocol software in all the concentrators while accommodating a variety of
access-area designs at different locations.

listed below are several of the functions that would be required in a concentrator. The
listed access-area-related functions are somewhat tailored to the TDMA example of Sec. D-4.
However, the remaining functions of the concentrator are not related to a specific access-area

structure.

1. Access-Area-Related Functions
(a) Monitoring terminal status to detect going on/off hook

(b) Routing speech data bursts from the access area either to the network or
back to another terminal in the access area.

(c) Routing speech data bursts from the network to terminals in the access

area.

(d) Routing control signals for terminals to the voice protocol module for

action.

(e) Allocating capacity in the access area by assigning time slots to terminals
and by interacting with the voice protocol module to prevent calls from
being set up which would exceed the capacity of the access-area

communications.

2. Voice Protocol Module Functions
(a) Setting up calls. This function would involve the following steps:

(1) Engaging in a dialog with the uger. User key pushes would be
sent via control signals from the terminal to the protocol module.
Signals in the reverse direction would produce audible tones or
lights to indicate the state of the call set up, i.e., dial tone, ring-
ing, busy.

(2) Negotiating with the network protocol module and/or the access-
area module to obtain the communication resources necessary
to handle the call.

(3) If the call involves a remote concentrator, negotiating with the
voice protocol module in that concentrator (which in turn nego-
tiates with its access-area module) to determine whether re-
gources are available at the destination and whether or not the
called terminal is busy.

(4) If the call involves end-to-end privacy, arranging for negotia-
tions between the involved terminals and a key distribution

center to get a privacy key for the call.
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(5) If the terminals are capable of operating at a variety of bit
rates, negotiating with the terminals to select a rate accept-
able to the terminals and compatible with available network
capabilities.

(b) Taking down calls when either the local access area or the remote pro-
tocol module indicates that one or the other party has hung up. The rele-
vant access area and network modules would be notified so as to free the

previously committed resources.

(c) Supporting voice conferencing. There are many options for voice con-
ferencing. Control may be centralized or distributed and may make use
of speech activity detection or special control signals. In this study, we
have not focused attention on one or another technique. Depending upon
the technique used, the voice protocol module would take appropriate
action.

(d) Accounting. In a network with paying customers, the voice protocol
module would record the appropriate information so that the customers
could be billed.

3. Network-Related Functions

(a) Monitoring network status and measuring (or estimating) available ca-
pacity so that network congestion can be avoided by denying call getups
which would cause overloads or requiring new calls to use lower data
rates.

(b) Packetizing (and depacketizing) speech data bursts in formats suitable
for the wideband network. This process may involve aggregating bursts
from many speakers into large network packets to gain network efficiency
without the increased delay which would result from accumulating a large
packet's worth of speech from a single speaker.

1I. ADAPTIVE VARIABLE-RATE PACKET 3PEECH NETWORKING
A. Introduction

A rate-adaptive packet speech network strategy based on an embedded speech coding tech-
nique and a variable-rate communications protocol wasg described in a previous report.* In
this report, initial work on a simulation intended to investigate the behavior of such a system
from a networking viewpoint is described. Parallel efforts in the ARPA-sponsored Packet
Speech Program (reported in the current Packet Speech SATS) have led to a very promising
variable-rate speech encoder which is compatible with the embedded coding approach assumed
here.

*Information Processing Techniques‘Program Semiannual Technical Summary, Volume II:
Communications-Adaptive Internetting, Lincoln Laboratory, M.LT. (31 March 1977),
DDC AD-A044071.




For the purposes of the network experiment, it has been assumed that each voice user has
a vocoder which generates bits at a total rate of 16.8 kbps, and that subsets of these bits support
speech synthesis at seven different rates ranging from 2.4 to 16.8 kbps in equal increments. A
priority-oriented packetization scheme with seven priority levels corresponding to the seven bit
rates is assumed. For example, if only the highest priority (priority 7) packets are reaching
the receiver, then speech synthesis at 2.4 kbps is supported; if packets of priority classes 3 to
7 are being received, 12-kbps speech synthesis is possible. Network nodes allocate their trans-
mission capability based on these priorities. When overload conditions exist and queues begin
to build up, low-priority packets are discarded until the overload is relieved. The quality of the
synthesized speech is determined by the lowest priority packets that reach the receiving ter-
minal. Feedback schemes can be implemented for end-to-end flow control, where the receiving
terminal sends information to the transmitting terminal concerning the packet priorities cur-
rently being received. Then the transmitting terminal can lower its transmitting rate to avoid
loading intermediate nodes with low-priority packets which are not reaching the receiver.

B. Network Configuration

The network configuration selected for an initial simulation is one which allows reasonably
simple implementation yet is complex enough to allow for experimentation with feedback schemes
supporting end-to-end flow control. As shown in Fig. 10, the modeled network consists of a

central node through which pass 16 paths connecting 4 nodes on either side of the central node.
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Fig. 10, Simulated network used to test embedded
coding /bit-stripping schemes.

I'he central node is assumed to maintain independent queues for each outgoing path. It is as-
sumed that packet voice terminals are connected to all nodes except the central node. The traf-
fic is specified by a matrix which indicates how many voice terminals at node i on the left of
the center are in conversation with terminals at node j on the right. A fixed traffic matrix is




assumed, but fluctuations in packet production due to individual talkers oscillating between talk-
spurt and silence are included in the simulation. A statistical talker activity model” is used to
control the talkspurt/silence behavior of all talkers. Although all conversations would actually
be two way, the simulation deals only with the traffic proceeding from left to right. Thus the
nodes on the left are viewed as "sender" nodes, and the nodes on the right are "receiver” nodes.

The simulation proceeds on an event-by-event basis, where an event consists of the initia-
tion or termination of a talkspurt by one of the talkers. The system state, which is updated
after every event, is specified by the following variables:

(1) The number of talkers in talkspurt on path (i, j) connecting the ith sender

node to the jth receiver node;

(2) The number of packets in each of the queues at each sending node and in
each of the four queues at the central node;

(3) The lowest priority packet currently being transmitted on each link in the
system; for example, if link 2 leaving the central node is currently sup-
porting priority 3, then packets of priority 1 and 2 entering the central
node and targeted for receiver node 2 will be discarded by the central

nodal processor;

(4) The lowest priority packet currently being delivered by each terminal to
its sender node (this can be different from priority 1 in the cases where
end-to-end flow control is employed).

When a talker on the path (i, j) enters or leaves talkspurt, the ith sender queue and the jth central
queue are updated. Estimates of the sizes of these two queues are then projected 1/2 sec into
the future, based on the current bit rate. If the projected size of either queue exceeds a thresh-
old, the lowest priority packet accepted by the corresponding link is increased by 1. If the pro-
jection indicates that the queue is emptying at such a rate that the link could support a higher
transmission rate, the lowest priority packet accepted is decreased to the next lower level.

The system is initialized with all terminals sending at maximum rate, and all links accept~
ing even the lowest priority packets. The available data rate is set to be grossly inadequate to
support all terminals at full rate. As time passes, the links strip off lower priority bits in
response to excessive queue sizes. After a few tenths of a second, an approximate steady state
condition is reached, and rates are adjusted only infrequently thereafter. Queues rermain small
such that delays at each link are never greater than 0.1 sec.

C. Feedback Schemes

There are currently three variations of the main system which are being investigated and
compared as to response to identical initial conditions. In the first and simplest system (no
feedback), sending terminals always send at maximum rate, and receivers receive at the maxi-~
mum rate possible, given the load on each link in the path. In the second system (continual
probing), the receivers communicate back (via short control packets) to the senders the average

*Information Processing Techniques Program Semiannual Technical Summary, Volume II:
Communications-Adaptive Internetting, Lincoln Laboratory, M.L.T. (31 March 1977),
DDC AD-A044071.
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rate received over the past fixed small time interval. The senders respond to such updates by
setting their sending rate to be the next higher rate above the average received rate. Delays
are introduced for the feedback messages, equal to twice the sum of queue delays at each of the
two links in the path (assuming equivalent link loading on the return path), The third and most
complicated strategy (periodic probing), consists of the sender sending at the maximum rate
received by the receiver, again communicated back after a time delay dependent upon queues.
Such a system would never respond to an easing up of the network load. Thus an up-probing
feature is added such that if after a certain elapsed time interval, the maximum received rate
has remained equal to the sending rate, then the sender up-probes by increasing his rate by one
level. The times for this system have been set such that the receivers update every 0.4 sec,
and senders probe after a steady period of 1.2 sec. For both of the feedback systems, it is
assumed that all voice terminals on a given path operate in unison.

The third system has the disadvantage that it is not as responsive to a decrease in the load
as are either of the other two systems. However, it is capable of sustaining a higher average
rate because, in the ideal, sending rates and receiving rates will exactly match and no bits will
be discarded in the network. Hence, early nodes in the network path are not as heavily loaded,
and the possibility exists that delays and/or received rate at other nodes can be improved.

). Experiments

A few experiments have been run to investigate the behavior of the system under the differ-
ent feedback/flow control schemes. The indications are that the feedback schemes are effective
in adjusting terminal transmission rates to account for large imbalance in traffic flow, but have
little effect when the traffic matrix is more uniform.

In a first run, the traffic matrix was arranged such that all links entering the central node
were equally loaded, whereas the load on the exiting links increased linearly from 36 speakers
on the uppermost link to 72 speakers on the lowermost. The hope was that in the case of feed~
back the receivers on more heavily loaded exiting links would communicate back to senders on
all four entering links that they were receiving at a low rate. The corresponding senders would
then reduce their rate accordingly, and hence allow other users of the shared sender link to up
their rate. The result would be improved overall quality of speech received across the less
heavily loaded receiver links.

The results obtained were that neither of the feedback mechanisms gave significantly im-
proved rates over the system with no feedback, By the end of 2.5 sec, the system with no feed-
back was actually producing higher average rates received than the system with periodic probing.
This effect was due to an cvershoot phenomenon in the delayed feedback. After 3.5 sec, the
periodic probe system had recovered, and it sustained a slight edge over the non-feedback sys-
tem for the remainder of the run. The improvement resulting from the system with continual
probing was so insignificant as to be completely discounted.

The three systems were then compared when run with a much greater imbalance in the data
flow. For this run, the traffic matrix was arranged such that 10 speakers were talking from
each sender node to each of the 3 upper receiver nodes, and 70 speakers were talking from each
sender node to the lowermost receiver. For this case, both of the feedback systems allowed for
dramatically improved quality of speech arriving to each of the three upper receivers, over that
allowed by the system with no feedback. The data rate was set so that only the highest priority
packets could get through the last receiver link. The feedback mechanisms thus resulted in a
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drastic reduction in the number of bits sent over the links entering the central nodes. This
allowed these links to operate at a higher overall priority level. The results at steady state
were that, in the case of no feedback, sender links rejected all packets of priority lower than 5.
With constant probing, sender links could accept packets down to and including priority 3, and
sometimes 2. With periodic probing, the gains were even better, with sender links able to
accept even priority 1 packets, most of the time. However, it took 8 sec for the periodic prob-
ing system to reach a reasonably steady state condition.

Future plans call for further investigation of a variety of feedback schemes under different
network load conditions, along with the development of performance measures to evaluate the
various schemes. A set of display routines designed to allow for comparisons among various
alternatives will be designed. In addition, a coupling of the network simulations to a variable-
rate embedded-coding vocoder (described in current Packet Speech SATS) is planned. The
vocoder rate would be varied in real time as if it were one of the adaptive voice terminals in
the network, and effects on perceived quality of frequent changes in rate could be evaluated.
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APPENDIX
SYNCHRONIZATION ISSUES IN PACKET SPEECH COMMUNICATION

I.  INTRODUCTION

In order to carry out digital speech communication, it is of course necessary that the analog
speech be analyzed and encoded into digital form at the transmitting terminal and decoded and
synthesized into analog form at the receiving terminal. It is also generally required that a
terminal-to-terminal synchronization with respect to the structured format of the digitized
speech data be established and maintained. If end-to-end privacy between terminals is to be
accommodated, an additional synchronization requirement relating to the privacy devices is
introduced. These synchronization requirements are relevant to circuit-switched as well as
packet-switched environments. However, the special nature of packet speech communications
makes the synchronization issue somewhat different in the packet environment. In addition, it
is convenient and desirable in packet speech systems to save on channel utilization by not trans-
mitting packets during silence intervals, and the accommodation of this feature tends to become
coupled with the synchronization problem. The purpose of this appendix is to discuss the issues
of speech-stream synchronization, privacy-device synchronization, and silence detection in a
packet network and to indicate methods by which the terminal/concentrator communications
format can support these functions. The discussion begins with a review of the structural prop-
erties and implied synchronization requirements of encoded speech streams. Then, some gen-
eral methods for applying privacy transformations to digital bit streams are reviewed. Finally,
a few example configurations of speech encoders and privacy devices are described, and

terminal/concentrator communication formats suitable for each configuration are set forth.

II. PROPERTIES OF ENCODED SPEECH STREAMS

The serial bit stream produced by a speech encoder generally has a structured format so
that synchronization with respect to this format must be established and maintained between
encoder and decoder. Typically this format is periodic in that the encoder produces fixed-size
blocks of bits, called parcels, at a uniform rate. The possible range of parcel sizes is rather
large, as indicated by the following examples:

(a) 16-kbps APC — 320~bit parcel every 20 msec,
(b) 2.4-kb<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>